
Sample Exam Problems

This is a question of sample problems, taken from previous exams. As will be the case in the exam, the first
problem consists of short questions; each of these can typically be answered in a single sentence.

The rest of the exam consists of slightly longer problems; the examples below should give you an idea of what
such problems look like. (The number of problems is not meant to be representative of the length of the exam.)

The questions below are questions from previous exams. Recall that the first question each on Homework 1 and
2 are also former exam problems.

Problem 1: Short questions

(a) Suppose you have an algorithm that, when run n times, generates n independent samples from a density
p. How do you generate n independent points distributed uniformly on the area under the curve p?

(b) A logistic regression classifier σ(vtx− c) is trained by fitting the vector v and offset c using an optimization
algorithm. How does overfitting occur?

(c) Suppose the variables Z1, . . . , Zn in the graphical model below are unobserved. Are Xn and X2 dependent
or independent? Please explain your answer.

Z1 Z2 · · · Zn−1 Zn

X1 X2 · · · Xn−1 Xn

Problem 2: XOR network

Consider a neural network which:

• Takes inputs in x = (x1, x2) ∈ {−1, 1}2.

• Has a single hidden layer with two vertices.

• Represents the function

f(x) :=

{
1 if x1 = x2

0 otherwise

There several possible networks with these properties. Please draw such a network such that all weights and
biases (=constant input units, if you need any) only take values 1 or −1.

Problem 3: Dirichlet distributions

Consider a multinomial distribution on the set of categories X = {1, 2, 3}. Recall that the parameter space of
this distribution (the set of all vectors θ = (θ1, θ2, θ3) with non-negative entries and θ1 + θ2 + θ3 = 1) can be
plotted as the area within a triangle, with each corner corresponding to one category (left figure):
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The plot in the middle shows the density of a Dirichlet prior on the parameter space of the multinomial; the plot
on the right is the resulting posterior given observed data. Does the observed sample in this case consist of one
data point in category 3, or of one observation each in category 1 and 2? Please explain your answer.

Problem 4: Neural network classifier

Consider the classifier on R2, given by the following neural network with φ(x) := I{x ≥ 0}:
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Suppose that

w :=
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c :=
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x :=
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1
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)
.

Compute the classification result for x and for x′.

Problem 5: Rejection and importance sampling

Suppose that we need samples from a density on [0, 1], given by:

p(x) = 2x .

We want to estimate the mean of p using rejection sampling, and use the uniform distribution q on [0, 1] as
proposal distribution. We scale p to

p̃ =
1

M
p

so that its density does not exceed q.

(a) What is the optimal choice for M if we wish to keep the number of rejected samples as small as possible?

(b) Compute the acceptance probability for the rejection sampling procedure (for the optimal choice of M).
If we wish to obtain m samples from the rejection sampling procedure, how many times n do we have to
sample from the proposal distribution on average?

(c) Now suppose we use importance sampling rather than rejection sampling, again with uniform proposal
distribution. What is the variance of the importance sampling estimate of the mean, for n samples?
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